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Abstract

A characteristic feature of concrete under uniaxial compression is the development of cracks parallel to the loading
direction. A damage constitutive model proposed by Ortiz [Ortiz, M., 1985. A constitutive theory for the inelastic
behaviour of concrete. Mech. Mater. 4, 67–93] can predict the transverse tensile stress responsible for these cracks
by considering the interaction between the aggregate and the mortar and the development of damage in the latter. When
concrete is exposed to high temperature, as is the case during fire, the failure mode is thermal spalling. In order to
improve the prediction of the stresses involved in this failure Ortiz�s model is extended to account for the effects of high
temperature. Published experimental results for uniaxial and biaxial compression at high temperatures are used to cal-
ibrate the temperature dependence of some of the material properties. The transient creep strain is accounted for by
modifying the constrained thermal strain. The stress analysis is coupled with hygro-thermal analysis of heat, mass trans-
fer and pore pressure build-up. The effect of pore pressure on the damage evolution is modeled by applying a body force
in the stress analysis module proportional to the pressure gradient. A numerical example of concrete under fire is solved
and the computed results are discussed. Spalling is predicted when the damage variable reaches its maximum value of
unity. The predicted depth and time of spalling for a range of variation of permeability and initial liquid water content
are presented. They are in good agreement with published experimental results.
� 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

Various material models for concrete at high temperature have been proposed based on plasticity, dam-
age, or a combination between them.
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Simo and Ju (1987), employing irreversible thermodynamics and an internal state variable, developed
continuous elasto-plastic damage models within two alternative dual frameworks—strain based and stress
based. Carol et al. (1994) presented a unified theory of elastic degradation and damage based on a loading
surface. Papa and Taliecio (1996) used two second-order damage tensors describing the surface damage in-
duced by the tensile and compressive strains, and a scalar variable describing the volumetric damage in
their anisotropic damage model. Faria et al. (1998) proposed a strain-based plastic viscous model for mas-
sive concrete structures. Ulm et al. (1999) used a thermo–chemo-plastic constitutive equation to compute
the thermal damage, decohesion, stresses and spalling in the numerical analysis of the 1996 fire in the Chan-
nel Tunnel. Nechnech et al. (2002) and Luccioni et al. (2003) used an elasto-plastic damage model in which
the thermal damage was defined via the variation of the elastic modulus with temperature.

Baggio et al. (1995) presented thermo–hydro-mechanical analysis of concrete, which was later coupled
with damage at high temperature in Gawin et al. (1999). In these two publications the whole complexity
of modeling concrete at high temperature was very well described.

A shortcoming of all of the above methods is that they do not explain the development of cracks parallel
to the uniaxial compressive load. Such cracks are observed to appear even if there is slight lateral constrain-
ing pressure, although fracture mechanics does not allow cracks to open under compressive loading. The
contradiction is overcome in the material model proposed by Ortiz (1985), which considers concrete as a
mixture of aggregate and mortar. Tensile transverse stress can be predicted under compressive loading
as a result of the interaction between aggregate and mortar and the development of damage in the latter.
The model is further developed by Yazdani and Schreyer (1998) who postulate a more complicated and
realistic kinetic theory for the compressive mode of cracking.

When concrete is exposed to high temperature, as is the case during fire, the failure mode is thermal
spalling. It is often explosive in manner and very dangerous for the integrity of the concrete structure. Spall-
ing is the result of the combined effect of stresses (mechanical and thermal) and pore pressure. The planes of
spalling are usually parallel to the main compressive stress. The transverse tensile stress in the mortar, as
predicted by Ortiz�s model, may have a significant effect on this type of failure.

In the present paper the model proposed by Ortiz (1985) is further developed to account for the effect of
high temperature and the temperature dependence of the material properties. The model is incorporated in
a finite element coupled hygro–thermo-stress analysis program developed by the authors and is used for the
prediction of thermal spalling.
2. Formulation of the constitutive model

Concrete is treated as a two-phase material consisting of mortar and coarse aggregate with volume frac-
tions a1 and a2, respectively, and a1 + a2 = 1. According to the mixture theory used (Ortiz, 1985), there is
displacement compatibility between the phases (e = e1 = e2) and the phase stresses jointly equilibrate the
external stresses (r = a1r1 + a2r2). Here e and r denotes the strain and stress tensor. Subscript �1� is used
for quantities pertinent to the mortar, subscript �2� for those pertinent to the aggregate. The stress r2 may be
considered as a tensor representing the contact forces, which are acting among aggregate particles and sur-
rounding mortar. In rate form
_e ¼ _e1 ¼ _e2 ð1Þ
_r ¼ a1 _r1 þ a2 _r2 ð2Þ
The incremental stress–strain relationship is _r ¼ DðT Þ _e. The tangent stiffness of concrete is
DðT Þ ¼ a1D
ðT Þ
1 þ a2D

ðT Þ
2 ð3Þ
where D
ðT Þ
1 and D

ðT Þ
2 are the tangent stiffness of mortar and aggregate, respectively.
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With an increase of temperature, the volume fractions change: mortar shrinks due to dehydration and
aggregate expands. In the present analysis they are assumed to be constant. Temperature dependent values
may be used in Eqs. (2) and (3) during the incremental numerical analysis, but it has to be noted that it would
be still an approximation, because Eq. (2) should read _r ¼ a1ðT Þ _r1 þ a2ðT Þ _r2 þ _a1ðT Þr1 þ _a2ðT Þr2, which
means that an assumption _a1 ¼ _a2 ¼ 0 has been made.

2.1. Mortar material model

The constitutive model proposed by Ortiz (1985), based on a continuous damage evolution in the com-
pliance tensor, is used. In the present study it is enhanced by taking into account the thermal strain eth and
the temperature dependence of the strength and the modulus of elasticity of the mortar.

The stress–strain relationship e1 = C1:r1 + eth in rate form is
_e1 ¼ C1 : _r1 þ _C1 : r1 þ _eth ð4Þ

An additive decomposition of the mortar compliance tensors can be assumed
C1 ¼ C0
1 þ Cc

1 ð5Þ

where C0

1 is the elastic compliance tensor and Cc
1 is the compliance tensor due to microcracks.

The microcracks are assumed to follow a tortuous path and to be capable of becoming active in two
possible modes: mode I, when acted upon by tensile stress normal to their average path, and mode II, when
acted upon by compressive stress parallel to their average path. An additive decomposition of Cc

1 can be
assumed
Cc
1 ¼ Pþ

1 : �C
c

I : P
þ
1 þ P�

1 : �C
c

II : P
�
1 ð6Þ
where Pþ
1 and P�

1 are projection operators
Pþ ¼
X3

i¼1

mþ
i �mþ

i P� ¼
X3

i¼1

m�
i �m�

i ð7Þ
which are defined via a spectral decomposition of the stress tensor
r1 ¼ rþ
1 þ r�

1 ¼
X3

i¼1

r̂im
þ
i þ

X3

i¼1

r̂im
�
i ð8Þ
where rþ
1 and r�

1 are the positive and negative eigenvalues, respectively, and mþ
i and m�

i are the correspond-
ing eigenvalue basis
mþ
i ¼

mi if ri > 0

0 if ri 6 0

�
; m�

i ¼
mi if ri < 0

0 if ri P 0

�
ð9Þ

m1 ¼
ðr� r̂21Þðr� r̂31Þ
ðr̂1 � r̂2Þðr̂1 � r̂3Þ

; m2 ¼
ðr� r̂11Þðr� r̂31Þ
ðr̂2 � r̂1Þðr̂2 � r̂3Þ

; m3 ¼
ðr� r̂21Þðr� r̂11Þ
ðr̂3 � r̂1Þðr̂3 � r̂2Þ

ð10Þ
The flexibility tensors due to microcracks in modes I and II, �C
c

I and
�C
c

II respectively, are defined in a rate
form as
_�C
c

I ¼ ð1� kÞ _lr
þ
1 � rþ

1

rþ
1 : rþ

1

_�C
c

II ¼ ð1� kÞ _lc r
�
1 � r�

1

r�
1 : r�

1

ð11Þ
where l is a scalar parameter representing the cumulative irreversible damage ð _l P 0Þ; c is a cross-effect
coefficient which governs the extent of mode II damage and can be related to the ratio of the tensile and
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compressive strengths, c = (ft/fc)
2; k is material constant with the help of which a simple model of plastic

microcracking can be achieved (purely brittle k = 0, to perfectly ductile k = 1).
The term involving the rate of the compliance tensor in Eq. (4) is
_C1 : r1 ¼ _l1s1 þ _T
oC1

oT
: r1 ð12Þ
where the first term is due to the accumulating damage and s1 ¼ rþ
1 þ cr�

1 , (Ortiz, 1985). The second term is
due to the temperature dependence of the modulus of elasticity.

The damage surface is defined as:
U1 ¼
1

2
rþ
1 : rþ

1 þ cr�
1 : r�

1 � t21ðlÞ
� �

¼ 0 ð13Þ
where t1(l) plays the role of a critical stress. It can be derived from the uniaxial tensile stress–strain curve.
The one proposed by Smith and Young (1955), is used
r ¼ ft
et
e exp 1� e

et

� �
¼ E0e exp � e

et

� �
¼ E0e

exp e
et

� � ð14Þ
where the initial Young�s modulus is computed from
E0 ¼
orðeÞ
oe

� �
e¼0

¼ ft
et
e ð15Þ
where e � 2.7183. Ortiz�s (1985) damage model in uniaxial state of stress and strain is
r ¼ e
1
E0
þ l

ð16Þ
From Eqs. (14) and (16) it follows that e/et = ln(1 + lE0) and the uniaxial �critical stress� is
t1ðlÞ � r ¼ ft exp
ln 1þ E0

1l
� 	
1þ E0

1l


 �
ð17Þ
where E0
1 is the Young�s modulus of uncracked mortar, ft is the tensile strength, et the corresponding strain

to ft. In Eq. (17) t1(l) can be regarded as the stress that will produce damage l. The latter can be scaled in
the range from zero to one, which is the traditional range of a scalar damage parameter d (e.g. Kachanov,
1986):
d ¼ ev
ln 1þ E0

1l
� 	
1þ E0

1l
� 	v ð0 6 d 6 1Þ ð18Þ
where v(v 6 1) is the ratio of the strain at maximum tensile stress to the strain at failure and d = 1 corre-
sponds to reaching the failure strain. It should be also noted that damage is irreversible and l (and d) do not
decrease if the applied load decreases.

The rate of change of the damage surface is:
_U1 ¼ s1 : _r1 � t1
ot1
oT

_T þ ot1
ol1

_l1

� �
¼ 0 ð19Þ
The loading/unloading condition can be written as _l P 0, U1 6 0, _lU1 ¼ 0.
Substituting Eq. (12) in Eq. (4) and pre-multiplying it by D1 ¼ C�1

1 gives
_r1 ¼ D1 : _e
�
1 � _l1D1 : s1 ð20Þ
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where
_e�1 ¼ _e1 � T
oC1

oT
: r1 þ _eth

� �
ð21Þ
From Eq. (19)–(21) the damage rate is
_l1 ¼
s1 : D1 : _e

�
1

s1 : D1 : s1 þ t1
ot1
ol1

þ _l1;th ð22Þ
where _l1;th is the extra thermal damage
_l1;th ¼
�t1

ot1
oT

_T

s1 : D1 : s1 þ t1
ot1
ol1

ð23Þ
The stress rate is
_r1 ¼ D
ðT Þ
1 : _e�1 � _l1;thD1 : s1 ð24Þ
where the tangent stiffness matrix is
D
ðT Þ
1 ¼ D1 �

ðD1 : s1Þ � ðD1 : s1Þ
s1 : D1 : s1 þ t1

ot1
ol1

" #
ð25Þ
2.2. Aggregate material model

A non-associated Drucker–Prager material model and its implicit incremental form is used (Mahnken
et al., 2000). It is characterized by a yield function U2 and a plastic potential U�

2.
U2 ¼ akI
r2
1 þ ks2k � sy ð26Þ

U�
2 ¼ amI

r2
1 þ ks2k ð27Þ
where Ir21 is the first invariant of the stress tensor r2, ks2k is the norm of the deviatoric part of r2, sy is the
yield stress, ak and am are coefficients, which depend on the angle of internal friction / and the dilatation
angle w, respectively:
ak ¼ 6 sin/=ð3� sin/Þ am ¼ 6 sinw=ð3� sinwÞ ð28Þ
Since r2 represents the contact stress between aggregate particles and surrounding mortar, the aggregate
material model should be understood as a model describing the equivalent material behaviour of the aggre-
gate and its interface with the mortar. So the material data required in Eqs. (26)–(28) may differ from the
data obtained by experiments on the aggregate alone.
2.3. Calibration of the model

The mixture rule, Eqs. (1)–(3), which represent the parallel (Voigt) model, overestimates the contribution
of the aggregate and gives the upper bound of the stiffness of concrete. The lower bound is given by the
serial (Reuss) model, which is in better agreement with experimental data. The latter, however, is not suit-
able for FEM analysis, because it assumes equal stresses and different strains, hence displacements, for the
mortar and aggregate. The parallel model can give the same modulus of elasticity as the serial one if an
equivalent aggregate modulus is computed from:
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E2 ¼
a1ðr � 1Þ þ r
a1ðr � 1Þ þ 1

E1 ð29Þ
where r ¼ �E2=E1 and �E2 is the original elasticity modulus for the aggregate. It is assumed that r = 3, which
corresponds to the experimental data given by Cho et al. (2000).

Constant values are used for the following material data: Poisson ratio m1 = m2 = 0.2; plastic coefficient
k = 0; tensile/compressive strength ratio

ffiffiffi
c

p ¼ ft=fc ¼ 0.1. The volume fractions are taken to be
a1 = a2 = 0.5. All other material parameters are varied independently and used in finite element analyses
of a cube in uniaxial and biaxial compression (rx/ry = 1/1 and rx/ry = 1/0.4) at various temperatures
(T = 20, 300, 450 and 600 �C, with _T ¼ 0), according to the experiments performed by Ehm and Schneider
(1985). For a given temperature a set of material properties is selected to best fit the experimental results for
all loading cases. Since derivatives with respect to temperature are required for the Young�s modulus and
strength of mortar the discrete values are interpolated by continuous functions (plotted also in Fig. 1):
E1 ¼
32.3

1þ expð0.0068T � 1.5Þ1.13
½GPa� ð30Þ

ft ¼ 6.5� 14 expð�430T�0.9Þ; sy ¼ 2f t ½MPa� ð31Þ

/ ¼
18 if T 6 100 �C

18� T�100
500

if T > 100 �C; w ¼ 2
3
/ ½deg�

(
ð32Þ
The finite element results, using the material properties defined above, are shown together with the
experimental data of Ehm and Schneider (1985) in Fig. 2. Solid 3D and 2D plane strain elements give prac-
tically identical results. The agreement with the experimental data is good. Further calibration may be
achieved by using a temperature dependence for the Poisson ratios m1 and m2, and the plastic coefficient
k. The corresponding damage evolution is presented in Fig. 3.

The transverse splitting stress ry in the mortar, when concrete is under uniaxial compressive stress rx, is
presented in Fig. 4. The sudden increase in ry corresponds to the initiation and growth of the cracks parallel
to the direction of loading x. The existence of such cracks is a well known fact (Wastiels, 1979, and the
reference contained therein) and they cannot be predicted by the classical theories of plasticity and fracture
mechanics. A similar situation arises when the axial compressive stress is due to restrained thermal dilata-
tion. The observed failure is spalling, i.e. brittle failure with most fracture planes parallel to the heated sur-
face (Ulm et al., 1999; Bažant, 1997).
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2.4. Transient creep strain

The calibration of the model in Section 3 has been done for a concrete specimen, which has been slowly
heated to a state of uniform temperature and is free from thermal stresses. In the case of more rapid heating
transient creep strain has been observed and the following stress–strain relationship has been proposed
(Schneider, 1986, 1988; Purkiss, 1996):
drx ¼
ExðT ; ex; rxÞ

dex ð33Þ

kðexÞ þ UðT ; rx;wÞ þ 1
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where Ex(T, ex,rx) is the modulus of elasticity depending on temperature, stress and strain, k(ex) is a param-
eter allowing for non-linear stress–strain behaviour above half the concrete strength (in the present study
these effects are assumed to be covered by the damage evolution in the Ortiz model) and U(T,rx,w) is a
transient creep function:
UðT ; rx;wÞ ¼ gðT ; rxÞ½C1 tanh cwðT � 20Þ þ C2 tanh c0ðT � T gÞ þ C3 þ 1� � 1 ð34Þ
where:
gðT ; rxÞ ¼ 1þ rxðT Þ
fc;20�

T � 20

100

� �
; cw ¼ 0.001� ð0.3wþ 2.2Þ ð34aÞ
and w is the relative water content computed from the hygro-thermal analysis. The coefficients (Purkiss,
1996) are: C1 = 2.6; C2 = 2.4; C3 = 2.4; c0 = 0.0075; Tg = 650 �C.

The mismatch in the thermal deformations of aggregate and mortar is believed to be the major reason
for the transient creep strain. On a macro level this means that not all of the free thermal strain e0th, a cubic
polynomial of T (Purkiss, 1996), is �converted� to mechanical, stress-producing strain when the thermal
deformation is constrained. To account for this a modified thermal strain is used in the present study:
eth;i ¼
e0th

UðT ; ri;wÞ þ 1
ði ¼ x; y; zÞ ð35Þ
An alternative approach to account for the thermal transient creep is proposed by Anderberg and The-
landersson (1976) and extended to 3D by Nechnech et al. (2002). Its rate is assumed to be proportional to
the rate of temperature, the thermal expansion coefficient and the ratio of the applied stress to the concrete
strength at room temperature, fc,20�. The latter can be computed from the tensile strength of concrete at
room temperature, ft,20�, and the ratio used in Ortiz model ft;20�=fc;20� ¼

ffiffiffi
c

p ¼ 0.1. The tensile strength of
concrete ft,20� is computed from the tensile strengths of mortar and aggregate, Eq. (31), the mixture rule,
Eq. (2), and the assumption of equal volume fractions a1 = a2 = 0.5.

The effect of the thermal transient creep on the axial thermal stress in a column with built-in ends, when
the temperature changes uniformly in its volume, can be seen in Fig. 5. For the temperature range 150–
200 �C the two models give similar results. It is the opinion of Purkiss (1996) that Schneider�s transient
creep function gives more realistic stress prediction at high temperatures (400–600 �C) and hence this func-
tion is used in Eq. (35).
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2.5. Thermodynamics considerations

Stabler and Baker (2000) and Stabler (2000) have shown that in coupled thermo-mechanical problems
with isotropic damage and an assumption of a constant specific heat, the mechanical dissipation is negative
and the second law of thermodynamics is violated. They use the following form for the free energy, which is
applicable to transient elevated temperatures:
w ¼ 1

2
e : Eðg; dÞ : e� #mðg; dÞ : eþ cðg; dÞ #� h ln

h
h0

� �
 �
ð36Þ
where g and d are the thermal and mechanical damage coefficients; # = h � h0 is the temperature increase; h
is the temperature in [K]; c is the specific heat capacity [J/(m3 K)]; m is thermo-elastic coupling tensor—
#m = E: eth, where eth = b#1 is the thermal strain tensor and b is the coefficient of thermal expansion.
The mechanical dissipation is:
/mech ¼ � ow
od

_d þ ow
og

_g
� �

ð37Þ
Following the work of Stabler and Baker (2000) the mechanical dissipation for an approximation of the
presented material model has been computed. The approximation involves the definition of a thermal dam-
age as a linear function of temperature. The thermal damage thus defined is used for a linear approximation
of the Young modulus, Eq. (30), and the specific heat capacity qC (q is assumed constant and the specific
heat C is quadratic polynomial of the temperature, as given in Eurocode EN 1992-1-2). When computing
the mechanical damage derivative ou/od the elasticity tensor of the mortar, computed from the 1D stress–
strain relationship, Eqs. (14)–(16) and Eq. (31), is used. Computations have been made with a constant and
with temperature dependant thermal expansion coefficient, with and without using the transient creep func-
tion in Eq. (35). In all cases positive mechanical dissipation has been computed.
3. Hygro-thermal analysis

The coupled system of differential equations for heat and mass transfer in a porous material is derived
from the following basic laws for energy and mass conservation:
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Energy conservation:
ðqCÞ oT
ot|fflfflfflffl{zfflfflfflffl}

a

¼ $ 	 ðkeff$T Þ|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
b

�ðqCvÞ 	 $T|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
c

� kE _EL|ffl{zffl}
d

� kDE
�qD

ot|fflfflffl{zfflfflffl}
e

ð38Þ
Term �a� represents the rate of change of the accumulated energy in a unit volume (T—temperature; t—
time; qC—effective heat capacity of concrete when it is considered a mixture of dry skeleton, water and
gas). Term �b� represents the energy diffused by conduction (keff—the effective thermal conductivity). Term
�c� represents the energy transferred by fluid flow, i.e. convection. Term �d� represents energy required for
evaporation of liquid water (kE—latent heat of evaporation, _EL—rate of evaporation). Term �e� represents
the combined energy required for release of bound water by dehydration and eventually its evaporation if
the thermodynamic conditions are such that water in a liquid state cannot exist (�qD—density of bound
water per unit volume of concrete; kDE = kD + kE(1 � H); kD—specific heat of dehydration of bound water;
H = 1 when PG/PSat P 1, i.e. bound water is released as liquid water orH = 0 when PG/PSat < 1, i.e. bound
water is released as water vapour).

Liquid water conservation:
o�qL

ot|{z}
a

¼ �$ 	 JL|fflfflfflffl{zfflfflfflffl}
b

� _EL|ffl{zffl}
c

þH
o�qD

ot|fflfflffl{zfflfflffl}
d

ð39Þ
Term �a� represents the rate of change of liquid water content �qL in a unit volume of concrete, term
�b�—the mass of water transferred by convection, term �c�—mass lost by evaporation, term �d�—mass gained
from dehydration of chemically bound water.

Water vapour conservation:
oðeG~qVÞ
ot

¼ �$ 	 JV þ _EL þ ð1�HÞ o�qD

ot
ð40Þ
Air conservation:
oðeG~qAÞ
ot

¼ �$ 	 JA ð41Þ
The mass fluxes are:
JA ¼ eG~qAvG � eG~qGDAV$ð~qA=~qGÞ ð42Þ
JV ¼ eG~qVvG � eG~qGDAV$ð~qA=~qGÞ ð43Þ
JL ¼ �qLvL ð44Þ
The velocities of the gaseous mixture and liquid water are assumed to be related to the corresponding
pore pressure gradients via Darcy�s law:
vG ¼ �KKG

lG

$PG vL ¼ �KKL

lL

$PL ð45Þ
The following notations are used: eG—volume fraction of the gaseous mixture, DAV—diffusion coeffi-
cient between dry air and water vapour; K—concrete permeability, ~qi—density of phase i per unit volume
of gaseous mixture, Pi—pressure, vi—velocity, Ki—relative permeability, li—dynamic viscosity. Phase sub-
script i: A—dry air; G—gaseous mixture; L—liquid water phase; V—water vapor. No distinction is made
between free liquid water in the pores and adsorbed water on the pore surface. The liquid water flux JL may
be regarded as the average of these fluxes.
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Air and water vapour are assumed to obey the ideal gas law. The equilibrium between water vapour and
liquid water content is assumed to be governed by the sorption curves (Bažant and Thonguthai, 1978).

After eliminating the rate of evaporation in Eq. (38)–(41) a system of three differential equations remains
which is solved for T, PG, and ~qV. A full description of the model and its finite element discretisation is
given by Tenchev et al. (2001a) and some variations in Tenchev et al. (2001b), Tenchev et al. (2001c), Li
et al. (2002).

3.1. Coupling pore pressure and damage

To take into account the influence of pore pressure on the evolution of damage the strain, as well as the
stress increments associated with it, has to be computed and used in the presented material model. This can
be done if the pore pressure is applied as a body force in the FEM stress analysis. The magnitude of the
body force F can be computed from the pore pressure gradients:
F x ¼ b
oPG

ox
; F y ¼ b

oPG

oy
; F z ¼ b

oPG

oz
ð46Þ
where b (0 < b 6 1) is the Biot coefficient (Biot, 1941; Biot, 1956).
The dry skeleton of concrete can be considered incompressible (when compared to the compressibility of

the gaseous mixture that causes the pore pressure) thus it can be assumed b = 1, (Coussy, 1995). Majumdar
et al. (1995) and Majumdar and Marchertas (1997) incorporate the pore pressure in a FEM stress analysis
by applying work equivalent surface loads on the element sides. Their approach implies b = 1 as well.
Ichikawa and England (2004) use a hollow spherical model for the concrete skeleton and derive a �hydro-
static� tensile stress rt as a function of the pore volume, VP, which for VP = 0.16 gives rt = 0.78PG.
4. Numerical example

A concrete wall, shown in Fig. 6 (fully fixed top and bottom sections, no initial stress), is exposed on
both sides to external temperature following the standard fire curve (Purkiss, 1996). The major hygro-
thermal material properties used are: permeability K = 2 · 10�16 m2; porosity—0.16; initial pore satura-
tion with liquid water—50% (i.e. �qL ¼ 80 ½kg=m3�). The rest of the properties are given in Tenchev et al.
(2001a). The results from a 2D coupled thermo–hygro-mechanical finite element analysis are shown in Figs.
7 and 8.
TfireTfire

x

y

0.2 m

Fig. 6. Layout of the test problem.
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The temperature distributions T [�C] (Fig. 7a and 8a) are in good agreement with the experimental
results by Ahmed and Hurst (1997) and El-Dieb and Hooton (1995), shown by the circles on the dashed
lines.

The time history of the liquid water content �qL ½kg=m3�, at two locations x = 0.013 and 0.032 m, is
shown in Fig. 7b. Initially �qL stays constant until water vapour is transferred from the regions closer to
the fire exposed surface where the liquid water has already evaporated. Since the temperature here is lower
the vapour condenses, increases the water content and a moisture clog is formed (Harmathy, 1965; Ulm
et al., 1999). With the increase of temperature there is a gradual decrease of the liquid water content
due to evaporation and mass transfer driven by the pressure gradient. When the temperature reaches its
saturation value corresponding to the pore pressure at the given location a rapid evaporation takes place
and all liquid water is transformed into vapour.

All of the phenomena described above can been seen in Fig. 8b, where the spatial distribution of the
water content at two times, t = 10 and 30 min, is presented. Near the fire exposed surface the liquid water
content is zero because the temperature is too high and water can exist only as vapour. Towards the interior
of the concrete the evaporation front and the �moisture clog� can be clearly identified.
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The pore pressure distributions PG [MPa] at the already discussed locations and times are presented in
Fig. 7c and 8c, respectively. Pore pressure develops because the rate of evaporation is higher than the rate
of vapour transfer. The maximum value of PG occurs at the evaporation front, where the rate of evapora-
tion is highest. It is in good agreement with the experimental results by Consolazio et al. (1998) and Kalifa
et al. (2000).

The axial stress rx is shown in Fig. 7d and 8d. It is due to the constrained axial thermal expansion. The
transverse stress ry is shown in Fig. 7e and 8e. It is the result of mortar/aggregate interaction in Ortiz�s
model and the thermal stress due to the temperature gradient. The increase of temperature has two
competing effects on the magnitude of the stresses: on one hand the stresses increase because the restrained
thermal dilatation increases; on the other hand the stresses decrease because the modulus of elasticity de-
creases. The latter has the dominant effect at high temperatures and the stresses are lower near the fire ex-
posed surface. The maximum values of rx and ry remain almost constant and shift with time towards the
interior. This �stress wave� causes damage which, being irreversible, remains constant at its maximum value
when stresses decrease. The distribution of the damage d is shown in Figs. 7e and 8e. It is mostly due to the
transverse tensile stress ry.



18.1 17.5 16.9 16.3 15.7
0

5

10

15

20

25

30

35

18.1 17.5 16.9 16.3 15.7
0

0.01

0.02

0.03

0.04

10log K10log K

Time [min] Depth [m]

W=50%W=50%

W=90%

W =20% 

W=90%

W=20%

Fig. 9. Time and depth of spalling as function of permeability K [m2] for three levels of initial free water content �qL.

R. Tenchev, P. Purnell / International Journal of Solids and Structures 42 (2005) 6550–6565 6563
The presented stresses and damage graphs are computed without applying the pore pressure gradient as
a body force, Eq. (46), in the stress analysis module. When it is applied, the result is the algebraic sum of the
pore pressure and the stress. The corresponding damage is higher and when it reaches unity a spalling fail-
ure can be numerically predicted.

The time and depth of the predicted spalling failure are shown in Fig. 9. The results are presented for a
practical range of variation of permeability K (England and Khoylou, 1995). Several levels of initial free
water content are considered. They are defined by the percentage of the pore space filled with water. Thus
W = 50% stands for initial water content of �qL ¼ 80 kg=m3 (since porosity is 0.16 and water density is
1000 kg/m3) which is the value used in the analyses presented in Figs. 7 and 8. Graph termination to the
right, where K increases, means than no spalling has been predicted during the first 60 min of fire exposure
simulation. The high gradient also points to the existence of a threshold value of K beyond which spalling
will not occur. The computed results follow the general tendencies observed experimentally (Purkiss,
1996)—spalling is more likely to happen in high strength concrete, whose permeability corresponds to
the lower values of K in Fig. 9, and in concrete with higher initial water content. The numerical results
are in good agreement with published experimental data. Ali et al. (2001) have reported spalling of high-
strength concrete to occur after 5–22 min of fire exposure, Aldea et al. (1997)—after 8 min. Anderberg
(1997) has reported that the depth of spalling for high performance concrete was about 5–10 mm, while
for ordinary concrete—about 20–40 mm.

The influence of the axial pre-load on spalling will be investigated in future studies. It has two opposing
effects—on one hand the axial pre-load increases the axial and transverse stresses, on the other hand it
causes microcracking, which reduces the magnitude of the pore pressure. The contradicting effects of the
two competing mechanisms can be found in the published experimental data. Sullivan (2004) has reported
that the axial pre-load decreases the chance of explosive spalling, Connolly (1997) and Anderberg (1997)—
that it increases it, and Ali et al. (2001)—that it has no effect. For correct modeling of the latter a coupling
between the level of stress (or damage) and concrete permeability and porosity has to be established, sim-
ilarly to Gawin et al. (2002).
5. Conclusions

A material damage model, proposed by Ortiz (1985), has been extended to account for the effects of
high temperature. The temperature dependence of some of the material properties has been calibrated with
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published experimental results for uniaxial and biaxial loading at high temperature, (Ehm and Schneider,
1985) and it has been possible to achieve a good agreement between the numerical and the experimental
results.

The model has been included in a coupled thermo–hygro-mechanical finite element analysis. The failure
mechanism of concrete exposed to high temperature, as in the case of fire, is thermal spalling. The evolution
of the damage variable in Ortiz�s model has been used for its prediction.

A transient creep functions proposed by Schneider (1986) has been used in the computation of the ther-
mal stresses to account for the transient creep strain.

The effect of pore pressure on the damage evolution has been modeled by applying a body force in the
stress analysis module proportional to the pressure gradient.

The numerical example solved has shown good agreement with published experimental data for the tem-
perature and pore pressure distributions as well as for the time and depth of the predicted spalling.
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